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Image segmentation is a predefined process of image processing to determine a 

specific object. One of the problems in food recognition and food estimation is the 

lack of quality of the result of image segmentation. This paper presents a 

comparative study of different color space and color channel selection in image 

segmentation of food images. Based on previous research regarding image 

segmentation used in food leftover estimation, this paper proposed a different 

approach to selecting color space and color channel based on the score of 

Intersection Over Union (IOU) and Dice from the whole dataset. The color 

transformation is required, and five color spaces were used: CIELAB, HSV, YUV, 

YCbCr, and HLS. The result shows that A in LAB and H in HLS are better to 

produce segmentation than other color channels, with the Dice score of both is 5 

(the highest score). It concludes that this color channel selection is applicable to be 

embedded in the Automatic Food Leftover Estimation (AFLE) algorithm.  
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1. Introduction 

Image segmentation is the first stage in many applications of food recognition or measuring weight by 

food images. This research is proliferating since those applications can be applied for dietary assessment 

[1, 2, 3]. Besides, it also measures the weight of food images [4, 5], to classify food images [6, 7], food 

image retrieval [8, 9, 10] and to acknowledge the area of food and non-food [11].  

Color space and color channel selection are two critical aspects of image segmentation, with both 

determining the result of image segmentation. In the preliminary research, when applying the 

Automatic Food Leftover Estimation (AFLE) algorithm, in which image segmentation was used to 

estimate food leftover weights, having problems in the segmentation process. The beginning step of 

segmentation is by transforming RGB to another color space, which is CIELAB was implemented 

instead of RGB [5, 12]. Taking a case from [5], it used color space with B color channel selection to 

determine the area of food image in the compartment. The AFLE algorithm has constant 'cd' that 

depends on user input is based on the quality of the "container-d," which is the best segmentation result 

out of three other containers. The quality of image segmentation alters to weight estimation as well.  

Although the result from previous research is acceptable, with many more color spaces and color 

channels that can be utilized, there is a possibility that other color space and color channel can give a 

better result than previous research results. In [13], state that there is no single "best" color space that 
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works for every image so that evaluation is needed to determine which color space is best used on a 

particular image. In this work, an image segmentation treated using different color space and color 

channels to determine which color space and color channel that best for food images in the compartment 

of the tray box image, using "Fried Rice with Egg and Cucumber" menu for the test image.  

Because there are no color space and color channel recommended for testing, five different color 

spaces are used: CIELAB, HSV, HSL, YCbCr, and YUV. Different color spaces can influence the quality 

of image representation based on [14]. For the metrics to test the segmented images' quality, Intersection 

Over Union (IOU) and Dice Score [15]. IOU is chosen based on the advantage in considering the 

proportion of the properly assigned pixels and penalizing false positive [16]. Dice score is also used as 

a metrics accompanying IOU for the reason that IOU and Dice's score is a great metrics to use, although 

not interchangeably [17]. 

2. Material and Methods 

2.1. Dataset 

There are five fried rice images with egg and cucumber in a tray box taken using a webcam, with each 

image differing in the size of content and lighting. The dataset contains three images of real food leftover, 

an image with a full food item, and a mock food leftover [1]. Each image on the dataset is segmented 

according to the method, as explained in the following subsection. We used tray box images with both 

before eaten and after being eaten in each compartment. We used a white tray and captured it in a 

perpendicular position with our prototype, Smart Nutrition Box (SNB). We focus on image 

segmentation's quality when recognizing the food area in each compartment of the tray box. So, the first 

stage is cropping the whole tray box area into compartments, as shown in Figure 1. The cropping step 

was processed manually by identifying the coordinates of each compartment and the size of it. After 

the cropping process, image segmentation is applied based on the color channel in each color space. The 

result in total 200 images for each compartment for the dataset. 

 

Figure 1. Cropping step 

2.2. Image segmentation 

This paper's image segmentation is the Otsu algorithm, combined with histogram equalization and 

filtering using Median Filtering and Gaussian Filtering, as depicted in Figure 2. Before computing 

employing Histogram Equalization, the conversion of color space is from default color space, RGB. 

 
Figure 2. Image segmentation method 

In this research, each segmentation is only using one color channel for each color space used. The 

segmentation may lead to some redundancy because some color space is sharing the same color channel. 

In the end, it leads to 10 color channels tested, including CIELAB. There are ten color channels used in 

this research: H of HLS, L of HLS, S of HLS, V of HSV, A of LAB, B of LAB, Cb of YCbCr, Cr of YCbCr, 

Y of YCbCr, and U of YUV. So, by using ten color channels used in this research, each image will yield 

40 data, totaling 200 data of food images in the compartment. 

2.3. Color transformation of color spaces 

RGB is a color space that is not a uniform and dependent device if taken on different devices produces 

different RGB values. Image processing or computer vision color transformation is necessary for some 

applications since it can affect the feature extraction process. The different color spaces deliver different 

perceptions in the color model. For instance, when we apply RGB, we do not need to distinguish color 
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components with its lightness component, but it different when we apply other color spaces. The 

following subsection explains other color spaces that be used in the experiment of this paper. 

CIELAB (LAB) 

LAB  is a color space that can be used for images with different lighting conditions and close to human 

vision interpretation. Therefore, this research requires the transformation of color space under the 

representation of the human eye. The transformation of color space from RGB to LAB is shown by the 

following process (Equation 1-5). In this paper, we utilize the A and B color channel since, in the 

previous research, A [18] dan B [19] color channel has good segmentation results for handling food 

images in the white plate boundary shape. 
 

[
𝑅
𝐺
𝐵
] [

0.481847
−0.001160
0.00002000

−0.15866
0.25243

−0.0025498

−0.082835
0.015708
0.17860

] = [
𝑋
𝑌
𝑍
]                                                                                                   (1) 

 

𝐿 = {
116 (

𝑌

𝑌𝑛
) − 16,

𝑌

𝑌𝑛
> 0.00856

903.3 (
𝑌

𝑌𝑛
)                                              

                                                                                                                           (2) 

 

𝐴 = 500(𝑓 (
𝑋

𝑋𝑛
) − 𝑓 (

𝑌

𝑌𝑛
))                                                                                                                                                           (3) 

 

𝐵 = 500 (𝑓 (
𝑌

𝑌𝑛
) − 𝑓 (

𝑍

𝑍𝑛
))                                                                                                                                                               (4) 

 

𝑓(𝑠) = {
𝑆
1

3,                                             𝑠 > 0.008856

7.787(𝑠) + (
16

116
) ,              𝑠 ≤ 0.008856

                                                                                                                                       (5)  

 

In RGB to LAB conversion, the RGB color space is converted to XYZ color space. The conversion 

is calculated using matrix multiplication with a constant matrix. The detail of the matrix multiplication 

following (Equation 1).  

After RGB to XYZ conversion, the XYZ color space is converted to LAB color space. For the 

conversion, reference white constants (Xn, Yn, Zn) are required. The value of L channel calculated by 

using the value of Y divided by Yn multiplied by a constant, or multiplied and subtracted by a constant 

depending on the Y divided by Yn value. The A channel calculated by 500 multiplied with the value of 

f with X divided by Xn minus f with Y divided by Yn. The A channel calculated by 500 multiplied with 

the value of f with Y divided by Yn minus f with Z divided by Zn. Both of A and B calculation used a 

function f, which mapped into either the variable to the power of 1/3 or the variable multiplied then 

added wit some constants, depending on the value of the variable. 

  
 Figure 3. Image comparison between original image with LAB converted image 

Hue Saturation Value (HSV) 

Hue Saturation Value (HSV) are two alternative representations of the RGB color model. Color space represents 

the color, as seen by the human eye. HSV characterizes colors based on hue, Saturation while the color channel 

value describes the level of brightness (brightness). In order to convert RGB images to HSV color space, the 

following Equation is calculated as stated in Equation 6. In this paper, we apply only a single channel of HSV to 



144   

                                                                                                    ISSN 2502-3357 (Online)  

L. Maulana et al./Register 6 (2) 2020 pp. 141-151                                      ISSN 2503-0477 (Print) 

Color space and color channel selection on image segmentation of food images           http://doi.org/10.26594/register.v6i2.2061 
2020 Register: Jurnal Ilmiah Teknologi Sistem Informasi (Scientific Journal of Information System Technology) with CC BY NC SA license. 

further observation as a comparison, that is V based on the previous experiment in [11] since the segmentation of 

food image in the first round of segmentation was good by involving V color channel combined Gaussian blur with 

Otsu thresholding. 

In RGB to HSV conversion, the V channel computed first, with V equals to the maximum value of each RGB 

channel. Next, S channel computed by V subtracted from the result of minimum value of each RGB channel divided 

by V. The H channel computed according to the V channel value. If V value equal to R value, then H channel equals 

to the result of G subtracted by B divided by S multiplied by six. If V value equal to G value, then H channel equals 

to the result of B subtracted from R divided by S multiplied by six, then summed to a constant (1/3). If V value equal 

to B value, then H channel equals to the result of R subtracted by G divided with S, then summed to a constant (2/3). 

𝑉 = max(𝑅, 𝐺, 𝐵)  

𝑆 = 𝑉 −
min(𝑅,𝐺,𝐵)

𝑉
  

𝐻 =
𝐺−𝐵

6𝑆
, 𝑖𝑓 𝑉 = 𝑅                                                                                                                                                   (6)                                                         

𝐻 =
1

3
+

𝐵−𝑅

6𝑆
, 𝑖𝑓 𝑉 = 𝐺  

𝐻 =
2

3
+

𝑅−𝐺

𝑆
, 𝑖𝑓 𝑉 = 𝐵  

  
Figure 4. Image comparison between original image with HSV converted image 

HSL 

HSL color space consists of Hue (H), Saturation (S), and Lightness (L), which is quite similar to HSV. The conversion 

formula of RGB to HSL is given in the Equation 7-10. This paper implements those three color channels to improve 

the segmentation step of food images, and the selection of three color channels can be defined. 

𝑅′ =
𝑅

255
 

𝐺′ =
𝐺′

255
 

𝐵′ =
𝐵

255
 

𝐶𝑚𝑎𝑥 = max(𝑅′, 𝐺′, 𝐵′) 
𝐶𝑚𝑖𝑛 = min(𝑅′, 𝐺′, 𝐵′) 
∆= 𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛 

(7) 

𝐻 =

{
 
 
 
 

 
 
 
 

{0°,                                     ∆= 0

60° × (
𝐺′ − 𝐵′

∆
𝑚𝑜𝑑 6) ,       𝐶𝑚𝑎𝑥 = 𝑅′

60° × (
𝐵′ − 𝑅′

∆
+ 2) ,             𝐶𝑚𝑎𝑥 = 𝐺′

60° × (
𝑅′ − 𝐺′

∆
+ 4) ,             𝐶𝑚𝑎𝑥 = 𝐵′

 (8) 

𝑆 = {

0,                                       ∆= 0
∆

1 − |2𝐿 − 1|
,                      ∆<> 0

 (9) 

𝐿 =
𝐶𝑚𝑎𝑥 + 𝐶𝑚𝑖𝑛

2
 (10) 

 

In RGB to HSL conversion, first the RGB channel is normalized by dividing each of the channel with 255. 

After the RGB channel are normalized, the Cmax, Cmin, and delta are computed, with Cmax equals to the 

maximum value of each normalized RGB channel, Cmin equals to the minimum value of each normalized RGB 

channel, and delta equals to the result of Cmax subtracted by Cmin. For the L channel, the value equals to Cmax 

plus Cmin divided by 2. For the S channel, if delta equals 0, then the value is 0, else the value is the result of delta 

divided by 1 minus the absolute value of 2 times L minus 1. For the H channel, if delta equals 0, then the value is 0. 
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Else if Cmax equals to the normalized R channel, the value is normalized G channel subtracted by is normalized B 

channel, divided with delta, modulo by 6, then multiplied with 60 degrees. Else if Cmax equals to the normalized 

G channel, the value is a normalized B channel subtracted by normalized R channel, divided by delta, plus 2, then 

multiplied by 60 degrees. Else if Cmax equals to the normalized B channel, the value is a normalized R channel 

subtracted by being normalized G channel, divided by delta, plus 4, then multiplied by 60 degrees. 

  
Figure 5. Image comparison between original image with HSL converted image 

YUV 

The YUV model consists of a luminance/brightness component (Y) and two-color/chrominance content 

components (U and V). Based on references U of YUV color channel in image segmentation achieved 

above 90% when identifying medical plant leaf [20]. The formula for converting RGB to YUV is 

displayed in Equation 11. 
𝑌 = 0.299 ×  𝑅 + 0.587 × 𝐺 + 0.114 × 𝐵 
𝑈 = 0.493(𝐵 − 𝑌)                                                                                                                                                                   (11) 

𝑉 = 0.877(𝑅 − 𝑌) 

In RGB to YUV conversion, the Y channel computed first, with Y equals to the sum of each RGB 

channel multiplied by a constant for each channel. With Y channel value, the other two channels can be 

calculated, with U channel using Y value to subtract from B channel and V channel using Y value to 

subtract from R channel, then both of them multiplied by a constant for each channel. 

  
Figure 6. Image comparison between the original image with YUV converted image 

YCbCr 

YCbCr contains three color channels, where Y represents the color's luminosity, in which this channel 

is more sensitive to the human eye. Meanwhile, Cb and Cr are red and blue components. The color 

transformation of YCbCr from RGB is described in Equation 12. 

[

𝑌
𝐶𝑏
𝐶𝑟

] = [
0.299 0.587 0.114
−0.169 −0.331 0.500
0.500 −0.419 −0.081

] . [
𝑅
𝐺
𝐵
] + [

0
128
128

]                                                                                                  (12) 

  
Figure 7. Image comparison between the original image with YCbCr converted image 
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The color transformation from RGB to YCbCr computes each channel by using matrix 

multiplication with a constant matrix. After the matrix multiplication, a constant is added to each 

channel. 

2.4. Evaluation 

For testing, Ground truth images were used. The ground truth images were made from manually 

segmenting each image from the data. These manually segmented images were used as the perfect 

segmented image to evaluate and test the image for the metrics to test the segmented images' quality, 

Intersection Over Union (IOU), and Dice Score [15]. IOU is chosen based on the advantage in 

considering the proportion of the properly assigned pixels and penalizing false positive [15]. Dice score 

is also used as a metrics accompanying IOU for the reason that IOU and Dice's score is a great metrics 

to use, although not interchangeably [17]. The IOU and Dice Score calculation [21] as follows Equation 

13 and Equation 14, respectively. 

𝐼𝑂𝑈 =  
𝐼

𝑈
                                                                                                                                                                              (13) 

𝐷𝑖𝑐𝑒 =  
2𝐼

𝑈+𝐼
                                                                                                                                                                                           (14) 

 
Figure 8. IOU and Dice Score calculation flow 

The I and U in these equations are intersection and union of the segmented image with the ground 

truth image. Intersection represents AND operation of segmented image and ground truth image, while 

union represents OR operation of segmented image and ground truth image. For the details on the 

calculation, in Figure 3 the calculation flow is visualized, which in both intersection or union was the 

sum of each pixel on segmented image and ground truth image. After intersection and union were 

calculated, each of them will be used on the calculation following Equation 13 and Equation 14. 

3. Results and Discussion 

The example results of the experiment are displayed in Table 1. The first column of Table 1 is the original 

image, which is processed into segmentation in the different color channels. The ground truth is 

displayed in the middle column of Table 1, and the rest are graphs of IOU and Dice for color channels 

of color spaces. From those experimental results, it can be seen from the tren of IOU and Dice Score that 

H of HLS color channel almost stable for various images to segment the object. Also, A of LAB color 

channel steady for the whole image input. Both HLS-H and LAB-A have IOU and Dice Score above 90% 

on average compared to the color channels and color spaces. It means that segmentation by using those 

color channels is close to the ground truth image.  

The problem is when the compartment of the tray box also has a blank (no.-food) area. The 

segmented area should be black in the whole area. However, the shadow from the edge of the tray box, 

the textured background of tray box and reflection, influences the segmented image quality. So, the IOU 

and Dice score from the blank compartment may far from the expected value to get sufficient segmented 

area of food image, as stated in Table 3. In Table 3, Image 1 reaches a higher score of IOU and Dice 

comparing to Image 2. The broader area of blank compartment more the problem of segmentation. The 

smaller area of blank compartment uses H of HLS can cover the problem, which can be proven by 

having IOU and Dice Score, 0.96 and 0.98, respectively. 

Meanwhile, applying A of LAB in the broader area is more suitable, which represents from IOU 

and Dice Score, 0.85 and 0.92 consecutively. To ensure that the IOU and Dice Score can serve the quality 

of image segmentation, Table 2 depicts the information based on the visualization of how each color 
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channels and color spaces cope with the problem. In Image 1, the segmented area of using HLS-H 

achieves the best among the whole color channels and color spaces, so for LAB-A in Image 2. 

Table 1. The IOU and Dice Score of given food image 

Original Image Ground truth Segmented image score in each color channel 
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Table 2. The segmented result from a blank compartment 

Color channel selection Segmentation result from 

Image 1 

Segmentation result from 

Image 2 

HLS-H 

 
  

HLS-L 

 
 

 

HLS-S 

 
 

 

HSV-V [11] 

 
 

 

LAB-A [17] 

 
 

 

LAB-B[18] 

 
  

YCrCb-Cb 

 
 

YCrCb-Cr 

 
 

 

YCrCb-Y 

 
  

YUV-U[19] 

 
  

 

The scoring of the total of combining IOU and Dice can be seen in Table 4. The scoring calculated 

with each image's IOU and Dice Score, where the image's best and worst score be counted with the best 

score given +1 score and worst score -1. The score will be accumulated for each color channel, with the 

highest score declared the best color channel.  
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Table 3. The problem in the blank compartment 

Blank 

compartment 

image  
Image 1 

 
Image 2 

Color Channel IOU Dice IOU Dice 

HLS-H 0,96 0,98 0,50 0,67 

HLS-L 0,62 0,77 0,55 0,71 

HLS-S 0,64 0,78 0,56 0,72 

HSV-V [11] 0,63 0,77 0,55 0,71 

LAB-A [17] 0,57 0,73 0,85 0,92 

LAB-B[18] 0,60 0,75 0,72 0,84 

YCrCb-Cb 0,62 0,77 0,66 0,80 

YCrCb-Cr 0,12 0,21 0,16 0,28 

YCrCb-Y 0,60 0,75 0,54 0,70 

YUV-U[19] 0,73 0,84 0,66 0,79 

From the results in Table 4, the LAB-A color channel and HSL-H color channel achieve the highest 

score at 5. The lowest score came from the HLS-S color channel with -5. The surprising part came from 

the LAB-B color channel, which has scoring second-worst at -4. The YCrCb-Cb color channel stands as 

neutral with 0 scores like YCrCb-Cr and YUV-U color channel. 
 

Table 4. Scoring result 

 

LAB-A 
[17] 

LAB-B 
[18] 

HSV- V 
[11] 

YUV -
U[19] 

YCrCb 
Y 

YCrCb Cb YCrCb Cr HLS H HLS S HLS L 

Best 5 1 2 2 0 0 2 8 0 0 
Worst 0 5 1 2 1 0 2 3 5 1 
Total 5 -4 1 0 -1 0 0 5 -5 -1 

From the result, the HSL-H color channel seems to hold more best scores than the LAB-A color 

channel. However, the LAB-A color channel does not suffer any worst score whatsoever. Meanwhile, 

analyzed more further, when HSL-H color channel score is at the worst, LAB-A color channel is more 

likely to have a better score or even the best score. Also, when the HSL-H color channel is on top, the 

score of A color channel is still passable, sometime placed second. With the domination of HSL-H and 

LAB-A color channels, Hue and Red-Green color range are meaningful representations of the images. 

The unfortunate result of the HSL-S color channel shows that Saturation and lighting effect were not 

suitable for representing the images. The LAB-B color channel result also shows that previous research 

using the LAB-B color channel is not optimal for these images, and the Blue-Yellow color range is not 

optimal. 
 

4. Conclusions 

In conclusion, A color channel was proven to be the best color channel to be used in Food Leftover 

Estimation, although the H color channel yields better results than A color channel. A color channel is 

more stable than the H color channel, with A color channel scoring five best and 0 worst and H color 

channel scoring eight best and three worst.  

For future research, different color channels can be used. Also, different metrics can be used to 

determine the quality of the segmentation. The quantity of the data also can be added, regarding the 

small size of the data with five images yielding only 200 data, as a response to the observed limitation. 

Moreover, the implications of the research must also be included. Combining with other image 

enhancement techniques is considering to have a better result of the segmentation of food images. 
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